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Lecture # 1

For Understanding:
If (G,*) is Abelian group.
If that G is

(1) (G, .)closed and
(11) (G, .) associative

then (G, +,.)is called a Ring

And If (G, .) contain “e”

= (G, +, .) called Identity Ring. Or Ring with unity.

If (G, .) contain inverse

=('G, +,-) called Division Ring

If (G, . ) holds commutativity

= ( G, t, .)called Abelian Ring

If ( G, +,-..) holds distributive laws (left and right distributive law) then

(G, +,.) 1s/called a Field.

(G, +,.)become (F, +, .)

e.g. set of real number is a field and set of rational number is a field.
Vector Space:

Let (V,+) be an abelian group and (F , +, .) be a field define a scalar
multiplication

“P:F xV>V since ( . is function)
Suchthat Va e F, veV , a.veV
Then V is said to be a Vector space over F if the following axioms are true

(1) o(utv)=ou+av
(1)  (atB)u=outPu
(111)  o(Pu) = (ap)u (iv) lu=u VaoeF ,uveV
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Example:
Let F be a field consider the set V ={(a,,) : o, B € F} then V is vector space.
Solution:
Define Addition and scalar multiplication in V as
Let (ay, B) , (a, B,) = (o, + oz, B, + )
Letoa € Fand (o, B)) € Vthen a.(, B)) = (aa,, af))
Then V form a vector space over F

Now we make (V, +) is abelian

(1) | Let(ey B,).(a,,B,) eV
(0! 'ﬂ1)+(a 'ﬂz):(al + @, ﬂl +ﬂ2)
Closure law is hold

(i)  Associating is trivial

(1) LetO=(0,0) e V

Where O € F
(o,p) 1 (0,0) = (a+0 , B+0) = (a,B)
Identity lawis:hold

(iv) Since o € F = -oeF
AlsoB e F 5 = -PBeF
Now (a.,) € F = (-a,-B)eF

And (o,p) + (-a.,-B) = (a-a , B-B) = (0,0) € V inverse exist

(V) (a,ﬂ1)+(a,ﬂ2)=(a1+a2, ﬂ1+ﬂ2)
:(a2+a1'ﬂ2+ﬂ1)
= (ay, B,) * (a,, fy)

Commutative law hold.

Hence (V, +) is abelian group. Now we prove V is vector space by following
axioms.

(i) LetaeFand(a,pB), (e, pB,) eV

then oc[(a,,b’l)Jr(a,,6’2)]=a[(a1+a2,ﬂ1+,b’2)]
=(0(,[6¥1+052],0(.[ﬂ1+ﬂ2])
=(ay +aay, aff + aff,)
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- ( aa , aﬂl) +( aoy , aﬂz)
= a(ay, f)+ola, B)

(i) [a+P] (o, B) = ([a+P]ey , [a+P]F)
= (aay + oy, afp + pp)
=(am + af) +( pa;, Bp)
= a(ay, B) +B(a, f)
(i) o[ B(a, B)] =a( pay, Bp)

= (afa,, ofif))
= o (o, A)
i) 1.(e, B) =1, 1.8)
= B)

All axioms are satisfied. Hence V is-vector space.
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Lecture # 2

Example:

Let F be a field and ¢ = X . Let IFX={f\f:X—> F }. Define addition and

C e e . X
scalar multiplicationin F  as

Let fgeF*; (f+g2)x) =f(x)+ g®X)

V ae F andfe IFX

(ah)(x) = o.f(x)

Then show that F X( F ) is a vector space.

Solution: First we show that (¥ X,+ ) is an abelian group.

(i)

(i)
(iii)

(iv)

v)

Collected By: Muhammad Saleem

X |
I 1s closed as

Let f,ge F 4

(f+ g)x) = f(x) + g(x)
Associativity is trivial.
Identity

v fe B ATEF

such that'I(x)=10

Now (f+I)(x) = f(x) + I(x) By (1)

=fx)+0
(FHD(x) = f(x)

=>f+I=f

= identity exist in F X
Inverse
Letfe F* 3 fleF
Such that f~1(x) = -f(x)
Now (f+f ~H)(x) = f(x) + f 7'(x)

X

=f(x) - f(x)=0
=1(x)
= f+f1=1
= Inverse exits in F X
Commutativity
From (1) we have (f+g)x)=1f(x)+ g(x)
= g(x) + f(x)

(1

)
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=(@Ethx) = f+g=g+f
Hence (F X,+ ) 1s an abelian group.
Now we prove F X( ) is a vector space.

(1) Letae F andfige F*

[o(f + g)1(x) = (af + ag)(x) By (2)
= (ah)(x) + (ag)(x) By (1)
= a..f(x) + a.g(x) By (2)

= afftg)=aftag
(i) | Letlo,Be/F [andfe &7

[(a+P)E](x)+ (af +BH(X) By (2)
= (@hHx)+ EHE) — By ()
= af(x) + Bf(x) By (2)

(0 +pB) £ = of+ Bf
(i) Leto,BeF andfe F
[a(BD](x) = (afD)(x) By(2)
=af.f(x) By (2)
= a(pf) = (ap)f

(iv) Letl e F andfe F¥
(1.H(x) = f(x)
=1f="f
= F X(]F ) is a vector space.
Subspace:
Let V be the vector space over the field F. V(F ) be a vector space.

Let ¢ # W < V then W is called subspace of V if W itself becomes a vector
space under the same define addition and scalar multiplication as in V.
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Theorem:

A non-empty subset W of vector space V over the field F is a subspace of V

iffou+pPveW, Yuve Wandao,f € F

Mathematically statement

b=W<V(F)eoau+pveW,Vuve W&o eF

Proof:

Let W be a subspace of V(T )

= W is vector space then Vuve W&o, € F
out+fveW

Conversely, Let au + v e W

Takea=1,p=1

outBv=1lu+lv=ut+tveW

= (W, +) is closed.

Take o =1, B = 0 and, vice versa

= outfv=1lLut+0v=u W

=S outfv=0ut+lv=v e W

= (W, .) is closed Hence W is a subspace.

Note: “<” means subspace, subring, subset.

Question:

Let F be a field and ¢ # W. Let IFX={f|f:X—> F } ;Y < Xand
W={flf:YS>F lorW={flf(y)=0VyeY!}

Then show that W is subspace F .

Solution: Lety, y, e Yanda,B € F

Such that f(y;) =0, f(y,)=0,

af(y)) + B f{yz) =a(0) +B0) =0 e W
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Lecture # 3

Example:

Let V be a vector space of all 2x2 matrices over the field R then check either W
is subspace or not.

(i) W consists of all 2x2 singular matrices.
(i1)) W consists of all 2x2 Idempotent matrices.
(iii)) W consists of all 2x2 symmetric matrices.

Solution:
(i)  Let W consist of all 2x2 singular matrices i.e. if M € W = |M| =0
Let M and/ N e W such that

M=ol landN=fg ]

MIN=fo oo Tl s
But M+ N|#0=>M+N ¢W
= W $ A%
(ii)  Let W consist of all 2x2.Idempotent matrices i.e.if M e W = M2 =M
Let M € W such that

M=[(1) (1)] — M2 =M
Now 2M=[(2) (2)]

a2 Y[ Y -[2 O eaven
= W<V
(iii) Let W consist of all 2x2 symmetric matrices i.e. if Ae W = At = A
AndifBe W= B'=B
Let o, € F =R such that
(aA + BB) = (aA)t + (BB)t =o0At + BBt
= 0A+BBeW =>W<V
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Example:
LetV=R3and g WV
LetW={(uyv,]):uveR,1eR}

Check W is a subspace of V or not.
Solution:

Let x,y € W such that
x=(u, v1,1) and  y= {(uy, vy,1)
Now x +y = (u;+tu,, v; + v,,1+1)
= (ugtuy, v +v3,2) ¢W
= WV
Example:

LetV=R3andip 2 W <V,
Let W ={(u,v,w) : utvtw = 0 } Check W is subspace of 'V ornot.
Solution:
Let x,y € W such that
X =(uy, vy, wy)and 'y = (Uy, V2,3 )
Now let o, € F
ax+fy = aluy, vy, W) + B(uz, v2,w; )

= o(uyt vt wy) + Bugt vatwy )

=a(0) + B(0)

=0 € W Hence W is a vector space of V

Example:

LetV=R3and g WV
Let W = {(u,v,w) : u-2v+3w = 0 } Check W is subspace of V or not.
Solution:
Letx,y € W such that
X =(ug, vy, wy)and  y = (uy, V3,3 )
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Now let o, € F
ax+fy = al(ug,—2v1, 3wy) + P(uz,—2v,,3w; )
= o(uy — 2vy+ 3wy) + B(uy — 2v, 3wy )
=a(0) + B(0)
=0 € W Hence W is a vector space of V
Example:
Let V be a vector space of all real valued function. Let  # W < V.
LetW={f: [ f=0}.Check W< VorWgV.
Solution:
Letu,v. € W such that
u=f01f=0 and V=folg=0
Now let o, e F
oau+Pv=afy f+Bf,d =a0)+P0)
outfPv=0eW
= W<V
Example:

LetV=R":leto=W

Let W = {(x1,X5, X3, .. Xp): Xy tX X3+, ... +x,=1}

Check either W <V or not.

Solution:

Letuyv e W:

u=(1,0,0,......... 0)and v=(0,1,0........0)

Nowu+v=(1,0,0,......... 0)+(0,1,0........ 0)
=(1,1,0,........ 0) eW

=>W4LV
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Sum of Subspaces:

Let V(F) be a vector space. Let W, and W, are the subspaces of V(F) then
sum of W, and W, is defined as

Wy +W,={x:x=wytw, ,w; € W Aw, € W,}
This 1s known as sum of two subspaces.

Note: Sum of two subspaces is again a subspace.
Theorem:

Prove that sum of subspaces is again a subspace.
Proof:

Itis clear that W, + W, #das0=0+0

LetueW, +W,:u=w; +twy, [ wy eW;,w, eW,
v eW, + Wy v=w/"twy ., w'eWi,wy’ €W
Leto,pe F

Now aut+fv=a(wy +wy) + B(wy" +wy')
= awy + ow, + Ay + By’
= (aw+pw,") + (aw, +pw,") eW; +W,
outfv € W, + W,
= W, + W, is a subspace of V(F)

Direct Sum:

Let W, , W,,...... W, are the subspaces of V(F ) then the direct sum of
Wy, Ws,...... W, 1s denoted by and defined as
W, +Wyo+,...... +W, =W, eW,e,...... @W,, = can be written as
X=Wy T Wy,...... w,, uniquely.
Theorem:

W1 + Wz = Wle')Wz = W1 M Wz :{O}

or prove that
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Proof:

Let V= W,®eW,

Letue W, nW, =>uelW,andu e W,
u=ut0e W, +W,=V

u=0tueW, +W,=V

.. u has been expressed uniquely as u = u+0 and u = 0+u and the unique which

is only possible ifu= 0

= W; N W,={0}
Conversely,

LetW; n W,={0}
Letve V=W, +W,

Letv = u1+v1& Vv =u1'+v1'

Where u,, u;" e W and vy, v, € W,

= u— U ew andv; — v, e W,

= u;— u, el and v, — v, e W,

= u — U eW,nW, and v; —vy" e W, n W,
= u—u =0 and v, —v, =0

= U = U and vy =v,

Representation of V is unique in V
= V = W1®W2
Example:

Let V be vector space of all real valued function
V(f:R—>R)

LetX ={f: fisodd},LetY ={f : fiseven}
ShowthatX <VandY <V

V=X&Y

Define addition and scalar multiplication

Letf,ge V
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(fFrg)(x) = f(x) + g(x) (1)
Letae F andfe V
(a)(x) = auf(x) @)
X = {f:ifisodd} Itisclearthat X # ¢ as
0(-x) = 0 =-0(x)
= 0eX
Letf,g eX
fx)=-fx)  and g(-x) = -g(x)
Let o€ F. then
(af+Bg)(-x) = (af)(-x) H(P)(-x) - by(1)
= o..f(-x) + B.g(-x) ~..by(2)
= -af(x)-Bg(x)
(af+Pg)(-x) = -(af+Pg)(x)
aftPBg € X = X<V
Now Y = {f:fis even}

It is clear that Y # ¢ as

Even Function

0(-x) =0=0(x) £ = )
= 0eY
LetfigeY
f(-x) = f(x) and g(-x) = g(x)
Let o, € F then
(af+Be)(-x) = (af)(x) + (BE)(-x) " by(1)

= a.f(-x) + B.g(-x) " by(2)

= af(x) + Pg(x)
(aftBg)(-x) = (aftPg)(x)

aftBgeY
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= Y<V
Now to show X+Y is subspace
.. Sum of two subspaces is again subspace.
It is clear that X+Y # ¢ as
0=0+0
LetueX+tY:u=w;+w, ,wy e X andw, €Y
Andv e X+Y:v=w; " +w,’ , w;' e Xandw,' €Y
Leta,p € F
Now oty = oWy W, )t Bwy! +wy")
=owytow, HBwy +HBws,
= (awgtBwy " )+ awytBw,") € X+Y
= outpfv.e X+Y
= X+Y is a subspace.

Now we show V.= X®Y - Let f e V-such thatg(x) = f(-x)
= =GO 59
= f(=X)=(5f+59) (%) H5f—359) (%)
=(5f(=%) +39(=0) ) H5f(=0) —29(=x))
=(59(0 +5f® ) H590 —2f(X))
(=X)=(3f+39) ®) — (Gf —39) ¥)
= ~ft-geY and>f —~g € X
= fe X+Y
Finallylet f € X Y = feXand feY
f(—x) = —f(x) e X
f(—x) =f(x) e Y
= —f(x) = f(x)
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f(x) +f(x)=0 = 2f(x)=0
f(x) = 0(x)

= f=0

= XNY={0}

Hence the result
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Lecture # 4

Linear Transformation or Homomorphism:

Let U and V be two vector spaces over the field ' then a mapping
T:V->U

1s said to be a linear transformation if

1) T(vitvy) =T(w)+T(v,)
(1) T(ov)=aT(v)
Vv,v,v, e Vanda € F
Or A mapping
T VU
If T(av1tPr;) = al(vy)+ BT(v,)
And this linear transformation is also known as Homomorphism.

Question:

Let T be a transformation (mapping)

T (a.B,y) = (a,B)
Check this transformation.is linear or-not:

Solution:

Given T (a.,B,y) = (o,B) (1)
V1 = (al’ B1'Y1)
Let v, = (GZ'BZ»YZ) e F

Now for any scalar o, € F
Then T(av,+Bv,) = T(a(oy, B, v, )+B(02, B, 7,))

=T(aoy +Pay , af, B, B, , ay, HPy,)

= (aagtaB, , Bag +BB,) - by (1)

= (aoyg,af )+ (Baz,pB,)

= a (ag,p, )+ Plag, By)

= o (0, By, )+ BT (02, Byr,) = T+ BT(,)

Hence T is linear space
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Theorem:

Let T: V — U be a linear transformation then

1 T@O)=0
(1) T(=x)=-T(x)
Proof: (1)
T(0) = T(0+0)
T(0) =T(0) + T(0) "." by def.
By cancellation law
0="T(0)
Proof: (i1)
T(—x)+T(x) = T(—x+x) "." by def.
=T(0
T(=x)+T(x)=0
= T(=x)=—T(x)

Kernel of T or Kernel of Linear Transformation:
LetT: V — U be a linear transformation then Kernel of T 1s
Ker T={V: T(v) =0 where veV and 0 € U}
Question:
Letu,v € Ker T such that
T(u)=0and T(v)=0 "." by def.
Leta,B € F :then
ou + Bv = a(u) + B(v)

= a(T(w)) + B(T(v))

=a(0) + B(0)

=0eKerT
Hence Ker T is a subspace.
Theorem:
LetT: V> UbealL.T then Ker T={0} iff T is one-one.
Proof:

Suppose Ker T ={0}
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Let T(v;) =T(vy)
= T(vy) —T(vy)=0

T(v; —v,)=0 " TisL.T

v, —v,=0

V1=V,

U

T is one-one
Conversely,
Let T is one-one
If v e Ker T be any element then by def. of Kernel
T(v)=0=T(0)
T(v) = T(0)
Given T is one-one
= v=0
= KerT= 40}
Definition:
Let T: V— U be a L.T then Range of T is defined as
Range T =Tr= {T(v): v € V}
OrRange T={u:ueUandu=T(v),v € V}
Theorem:

Prove that RangeT is a subspace.

Proof:
Let T(0)=0,0€eV
T(0) € RangeT  i.e. RangeT # ¢
Leta,f € F and T(x), T(y) € T(v) be any element. Then
aT(x) + B T(y) = T(ox + By) € T(v)

Hence Range T is subspace.

v, —vy,eKerT=0 " bydef. of Kernel
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Quotient Space:
Let V be a vector space and W be the subspace V. Define a set
%: {(v+W:v eV}
If @) (WtW)+ @0 tW) = (v1+vy) +W
(i1). o (v1+W) = av;+W
Theorem:

LetT: V—> Ubeal.T then

|74
KerT

= T(v) "." & (Isomorphic)
Proof:
Let Ker T=K

Define a mapping such that
4
¢I E —> T(V)

O(v+K)=Tm) i (1)
(1) ¢ is well define.
Let v;+K and v,+K~ € %
Let 171+K = 172+ K
171 —_ 172 = K_K ) K_K S K
v, —v, e K=KerT
= T( 171 - vz) = O
= T(v)—T(vy)=0 TisL.T
=  T(v)=T(vy)
= (v +K) = §(v,+K) “* by (1)
= ¢ 1s well define

(i1)) ¢ is one-one
Let ¢( v, tK) = ¢(v, 1K)

=  T(v)=T(vy) “ by (1)
= T(v)—T(vy)=0
= T(vy,—v,)=0 " bydef. Tis L.T
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= v;—vyeKerT=K
= v; — v, =K-=K K—K e K
= 1K =v,+K
= ¢ is one-one
(111) ¢ 1s Linear
x =vi+K

Let y = v, +K e%

Let o, € F then
d(ax + By) = ¢plavy + K) + B(vy + K)]

= ¢p[ovy TK+Bv,+K] "." by def. of Quotient
= ¢p(avy+Pv,+K) W K+K e K
p(oxt By) = T(owi+HBv,) Wby (1)
= aT(y,) + P T(v2)
= o (vy '+ K)FBo( v +K) by (1)

= ¢ 1s Linear

(iv) ¢ 1is onto
Let T(v) e T(V) be any-¢lement.-Then
= veVand ¢§v+K)=T(v)

%

= vt Ke=
K

= ' T is onto

v o
Hence — = T(v)
KerT
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Exercise
Check which of the following are linear transformation
Question # 1 T:R?>>R? st T(xy, x) = (14 x1, X3)
Solution:

vy = (xq,%3) ,
(xl rx2 ) €R

Leta,p € F Then
T(avy + Bvy) = Tla(xy, x3) + Blxy, x3)]
= T[(ouxy o Axy)), (e + Bxg )]
=[xy + ') , (e + fx)]
+ gT(v,) + B T(v,)

Hence T 1snot linear transformation.
Question # 2: T:R2>R? st T(xqy, x3) = (x5,%4)
Solution:

vi = (1)
v, = (xi,x3)p €R?
st T(rg,x2) = (x2,X1)
T(x1',x3) = (x5, %1
Let o, € F Then

T(avy + Bvy) = Tla(xy, x3) + Blxy, x3)]

=T[ (ax1 + Bx1) , (axz + Pxz)]
=[(oxz + fxz) , (ox1 + fix1)]

= ofxz , %) + Bxg , xy

=aT(xg, x1) + BTCxy , x3

= aT(vy) + B T(v2)

Hence T is linear.

Y

1 by (1)
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Question#3: T:C—>CstT(z)=2
Solution:
Let z=x+1iy
vy =2; =x, +iy;
Vy =2 =X+ 1y, eC
Such that T(z,) = z; = x; — iy,
T(z;) = 23 =%, — iy,
Suchthat o, 3 € F Then
T(owy t+ Pvg) = Tle(xy o+ iye) H-Blry+ iv)]
=Tlax; +ioy, + Bxy +ify,]
= T[(owr; + Bxz) + i(ayr + By2)]
= [(oxy +Pxy) — i(oyy + By2)]
= [(ax; + Pxy — ioy; —ifys)]
= [(ou(x1 = i) AP rz—1y2)]
=oT(z)+ P T(z2)
=aT(vy) + B T(v2)
= T is Linear Space.
Question#4: T:C—>CstT(z)=2
V1 =2 =X iy
Solution:  Let v, =2z, =x, + iy, eC
Such that T(v;) = T(x; + iy;) = x4
T(vy) =T(xz +iy2) = x,
Such that a, B € F Then
T(avy + Bvy) = Tla(xy +iy) + B(xz + iy2)]
=Tlowxy +ioy; + Pxy +iBy,]

= T[(ox; + Bxy) + i(ay; +By,)]
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=ax; + PBx,
= aT((xy + iy) + PT(xz +iy,)
=aT(vy) + B T(v2)
= T is Linear Space.
Question # 5: T:R35R3 st T(xq, Xy, x3) = (X1, X1 + X3, X1 + X5 + X3, X3)
Solution:

vi = (X1,X2,%3)
"

v = (g, x5)p €R

$.t1) () X X3) = (1, X1 + X5, %1 + x5+ x5,%3)
T(xy’, x5, x3) = (e, x1) + x5, 'y + x4+ x5, %
Leta,f € F Then
T(avy #Bvy) =Tla(xg, x3,x3) + B, x5, x3)]
=T[ (axy + Pxy),(ouxy + Bx3), (oxs + Bg)]
= [(owx; + Bxy'), (o] +HPxi" +0oxg +Bxy), (oxy +Bxi" 4 axy + Bxg +axs+Bxs),
(axz + Px3)]
= [axy,(oxg + axy),(ox; + ax; +axs3),0x3]
Ay (Boy B3 ), (Boeg By +Bxsz), B3]
=afxg, X1 + x5, %1 + x5 + x5, x5 +B[x1, x1 + x5, %" + x5 + x5, x5
= aT(xg, x5, x3) + PT(x1, %7, x37)
T(avy + Bvy) = aT(vy) + B T(v)
= T is Linear Space.
Q6: T:R3>R3 st T(xq, x3,) = (X1, X1 + X5, X3)
Solution:
vy = (x1,x3)
v = (,x)p €R

st T(xg,x3) = (1, %1 + X3, X2)
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T(xy,x3) = (e, %1 + x5, %3)
Let o, € F Then
T(avy + Bvy) = Tlo(xy, x3) + Bxq, x5)]
= T[(ouxg + 1), (ouxy + By)]
= [ox; + Bxy’,ax; + By’ + axg + Pxg, oaxy + Pxy
= [ourg,oeg + g 006, ]+ By By +Bxy By |
= afxg,x; + xp,%3+Blx1 X1 x5 x5 ]
=aT(xy, x3) + BTy, %7
Ty, + Bva) = oT(va) H B T(vy)
= T is Linear Space.
Question # 7: T:R—>R3. st T(x)=(x, x2,x3)
Solution:
vy = (x1)
vy = () (€ R
st Tlx)="(xq, %%, x3)
T(xz) = (x2, X3, %3)
Let o, € F Then
T(avy + Bvy) = Tla(xy) + B(x2)]
= [(o g + fx1) , (00 xq + Bx1)?, (o g + fxy)’]

1s not a Linear Transformation
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Lecture # 5

Theorem:

Proof:

S.t

)

Let W <V then 3 an onto Linear transformation

V—)%with W =Ker T

Define a mapping
T:V——
w
Tv)=v+W (1)
T is well-define.

Let V1TV,

= v1 +W:172+W

= T(wy) = T(v,) By (1)
* T is Linear
Letv,,v, € V|, apeF

Now T(awy +f v3) = (awy tp ) + W By (1)

= (avy +W) + (Bv, + W)
=a(vy W) + B(v, + W)
= o T(vy) +B T(v,)

T is Linear

T is onto

LetV+WE%E|VEV

Suchthat T(v)=v+W

= T is onto

Now we show that W =Ker T

Letv € Ker(T) < T(v) =W

Collected By: Muhammad Saleem

Sv++FW=W

We add W
Because W=Ker T

B By def. of
Quotient space
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&Sve W
= Ker T =W Proved
* Why we not use one-one in statement as we use onto. Because W = ker T
If W= {0} then we use one-one.
IfW={0}
To show T is one-one

T(v,) =T(v,)

= v +W=v,+W
= . V;—1,=W=0
= v—1v,=0

= V=71,

j—

T 1s one-one

Hence V =—

w
Example:
Let V = {c,e?*+c,e3*; ¢y, c,€ RV be the vector space of solution of
. . . d? d 2

differential equation d—szl -5 d—i} + 6 =0 Prove that V= R
Solution:

T:V - R defined as
T(v) = (cy, c;) where v = c;e?* +c,e3*
First, we prove that V is vector space
Letv,,v, €V ,a,peF
v, =c,e?* +c,e3*
v, = c1e?* +cye3X where ¢y, ¢1, ¢y, ¢ € R

() v+ vy) = alc e +cye3¥ +cje®* +cpe3r)
= ac,e?* +acy,e3* +ocje? +acye3r)
= ac e?* +cy,e3%) + alcre? +cped”)
= a(vy) + a(vy)
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(i) Leta,fe F , v =ce?¥+c,e3* eV
(0+B)vy = (atP) (cre?* +cze%%)
= ac e ?* +acye3* + Beye?* +Pc,e3x
= a(cie® +ce® ) + P(c e +ce’r)
= a(vy) + B(vy)

(i) a(Bry) =a[p(ce® +ce®)]
= a[Bc,e?* +Bc,e3¥ ]
= af(c e +cye3¥)
= ap(vy)
(iv) 1.v; =1 .(ce* +c,e3*)
= (¢re?* +c,e3%)
= p,
Hence V is vector space.
* Now T'is well-define
Let vi=v,
cle2¥ weye ¥ L el e%r dotedn
(c; — 1) e* 4+(c, =cj)e3* e KerT
= Ti(e, — ¢f) €2 +(c, — c5) €3] =0
= (.- =(00)
= ¢ —¢=0andc, —c;=0
= ¢ =q and ¢, = ¢,
= T(vy) =T(v2)
*Now T is one-one
Let T(vy)=T(vy)
= ¢ =0 and ¢, = ¢y
= ¢ —¢=0andc, —c;=0
= (¢, —c3)=(0,0)
= Ti(c, — ¢}) €2 +(c, — c5) €3] =0
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(c; —c1)e* +(c; —cp)e3® e KerT
cie?® + c,e3* —cje?* —che3*=0
ce2* +c,e3% = ¢leX +¢hed™
V1 =72
* Now T is Linear
Leta,Be F andv, ,v, € V
T(aw, +B vz) = Tlo(c,e?* +c e J+P( cie?* +cyer)]
= Tlac,e?* +ac,e3* +B c1e?* +fcye3* |
= T[(auey+Bcy) e2* Hacy+Pey) e3% ]
= (aey + Bey, ac2Per) by (1)
= (0uey; acz) + (BeyPez)
= (¢, ¢3) T B (c1F¢r)
= aT(v,) + BT(vy)
T is Linear
Now T is onto
Let (¢, ¢;) € R st cie?* +c,e3* eV
st T(ce? +ce3* ) =(cq, ¢3)
= T is onto
Hence V=R 2
Question:
Let V= {c,e*+c,e?* + cze3¥; ¢, cp,c3€ R} be the vector space of solution

3 2
of differential equation Y _¢ % - 11 Z—z + 6y =0 Prove that V=R ’

dx3

Solution:

2
T:V —> R defined as
T(v) = (¢q, ¢3, ¢3) Where v = c;e* +c,e?* + c3e3*
First, we prove that V is vector space
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Letv,v, e V , e F
v; =ce¥+c,e?* + c,e3%
1= C1 2 3€
v, = c1e¥ +cye? +che3* where ¢;, ¢1, 5, C5,C3,C5 € R

() v+ vy) = alc e* +ce?* + cze3¥ +cje* +cye* +cjedX)
= ac,e* +tac,e?* + acged* +acje* tacye? +acje3*
= a(cre* +c e + cze3 )+ alcre” +cye?* +ezedr)
= a(vy) + a(vy)
(i) Leta,fe F , U =creX e +cze3* eV
(0+B)vy = (0+B) (cre* +ce®* + cze3%)
= ac e +acye?* +acze3* +Bcye* +pcye?* + Peged*
= q(cre* +cper 4 .c3e3% )+ B(crer e et cze’r)

= a(vy) + B(wy)

(i) au(Bry) | = afp(cre” tee?¥ 1+ cze®)]
= a[Bcie* +Bce?* +iBcze’ ]
= af(c e” +c e + czer)
= ap(vy)
(iv) 1.y [=1l(c;e¥tce? 4 cze3¥)
= (¢ e* +cpe? + cze3)
= v,
Hence V is vector space.
*Now T is well-define
Let vi=v,
cie* +ce?* + cze3* = cle* +cye? +chedr
(c; —cy) e*+(cy — cp) e?* +(c3 — cy) e3* e Ker T
= Tl(cy — cf) e¥ +(c, — c) €™ + (c5 — c5) e 1=0
=  (c1—¢1,6—¢3),(c3 —c3) =(0,0)
= ¢—¢=0,c,—¢c;=0, c3—c5 =0
= ¢ =¢C,C=C ,C3=0C4
= T(vy) =T(v2)
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* Now T is one-one
Let
—
—

=

T(vy) =T(vy)
C1=C{7 C2=C£ 7C3=Cé
!

ct—¢1=0 ,c,—c;=0, c3—c53 =0

(cp — 1,63 —¢3),(c3 —c3) =(0,0)

= Tl(c; — cf) ¥ +(c; — c3) € + (c3 — c3) ¥ ] =0

(c; —cy) e*+(cy — cp) e?* +(c3 — cy) e3* e Ker T

cie* —cie* + ce?* —che? + ;e —che3*=0

cre¥Hc e czet = creX teje?r +eyedr

* Now T is Linear

IZBa%)

Leto,Be F andv, ,v, € V

T(av, +B v,) = Tlac e* +ce?* + c3e3X y+B( cre* +cye?* +cie3” )]

T 1s Linear

Now T is onto

= Tloac;e* +ac,e?* + acse®* + ¢cje*+Bcye? +Pcses* ]
=T[(ac; ey e Hac,+Bey)e ™ +acsHBcs) e3* ]

= (acy + Beq), (acztBey), (acs+Pesz)

= (aucy, acy, oues) + (Beg,Bes, Bes)

= ¢y, €z, €3) T B(€1,65,€3)

= aT(vy) + BT(vy)

2
Let(cq, €y, C3) € R st c;e¥+c,e?* 4+ c2e3* eV
1, C2,C3 1 2 3

st T(cre*+c,e® + cze3)=(cq, ¢y, C3)

= T is onto

Hence V=R 3
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Assignment:

If X and Y be two subspaces of vector space V over the field F . Then prove

that LhsQuepn
X xny
Solution:
Define a mapping
T:Y » &
X
st T(y)=y+X ,yeY

(1) T is well-define
Let 1 y1 =2
yit X=y,t X
T(y1) =T(y>)

(11). Tis Linear
Let-y; 5y, € Yand' o, e F st

T(oy, B ¥2) = (oy1 +By2) +X “" By (1)
= (ayi+X) A (BygtX) - . <bydef. of quotient space
= oy +X) B (2 X)
= aT@,) + BT(y2)

= Tis linear
(iii)) T is onto
Lety+X e % styeY
stT(y)=y+X

= T is onto

By Fundamental Theorem
xtvo __Y

X  KerT
WeclaimKerT=XNY

Leta e Ker T

= T(a)=X

at+t X=X
acX,also aeKerTcY
aeX,aeyY
aeXnNny
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Conversely,

KerTc XnY ..

acXNY

= aeX,aeyY

at+ X=X
= T@@)=X
= aeKerT
=>XnYcKerT ... (2)
By (1) and (2)
Hence KerT=XNY

XV« X Proved

X xny

Collected By: Muhammad Saleem
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Lecture # 6
Linear Combination:
Let V be a vector space over the field F .
Let vy, vy,..... v,V
And
a1, Upy..... Oy € F
Then the element
otV togvs.. .. oV,
is called a linear combination of v,, v,,..... v, In V
It can be written-as
X =0V T0V,Tt03V;.. ... T0U,
X =jeq Vi
Example:

Write a vector v.=(1,-2,5) in the Linear combination (L.C) of e;= (1,1,1) ,
e,=(1,2,3) and e5=(3,0,-2)

Solution:

V=oqeitapetazes

(1,-2,5) = (1,1,1) +,(1,2,3) +a5(3,0, —2)

(1,-2,5) = (o topt303 , 420,003 , oy 3, —23)
agtopt3os=1 ,420+H003 =-2, 4 t30,—203 =5

In matrix form

1 1 37[a] J1
1 2 0||le|=]|-2
1 3 —2llasl L5
A X B
11 31
Ag=|1 2 0 |-2
1 3 —2{5
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_35—3 ~R2—R1 R ~R3_R1

1

1

2 4
0 6 4]
1 _3§—3 ~R1_R1 N ~R3_2R2
2 H

0
1

X
W
|
OFR OCOR CO M

1 | 10]
0 —56

AB = 0 é 27 ~ Rl - 6R3 , T~ RZ + 3R3
0 0 1! 10

= a’1:-56,0£2:27,0l3:10
Exercise:

Write v = (1, —2,K) in the L.C of e;=/(0,1, —2),e,= (=2, —1, =5) also find the
value of ‘K.

Solution:
V=oetaey
=0(0,1,-2)+ta(—2,—1,-5)
(1, -2K) =0 +H(-2)r, , 4y — y , 2004 —5)

0051+(—2)a2 =1 s 0 T Oy T —2 | _Zal —5&’2 =K

1
— 052——5
And o — =-2
1 = —
0 = (=3 =2
— 0[1=—2—%
N __s
o >
Now —204 =50, =K
5 1\
2(-9)-5(-2)x
= K=5+2 = 123
2 2
— K=175
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Linearly Dependent:

Let V be a vector space over the field F . Let vy, v,,..... v,€ V and
o, y,..... a, € F then vy, v,,..... v, are said to be linearly dependent if
Y v =0 for some ¢; # 0

Otherwise they are called Linearly independent.

Linear Span:

Let ¢ # S is a subset of vector space V over the field F then S is called Linear
span if every element of S is a linear combination of finite number of elements
of V and it is denoted by

L(S)=<S»={x:x= X4, vy, v;€ VY
And this set is also known as generating set.
Exercise:
Prove that L(S).isa subspace of V.
Solution:
Letx,y € I(S)and o ,B & (F
Then x =Yy v,y = Xizi B
Now ax + By = o Xity vy + B XL, By
= Yiz1(aa)v; + X (BB)v; ©T(x) + T(y) = T(xty)
= Xizi(ao; + BB)v;
=Y Vivi Vyimag+ BB, 1<i<n
= oax+Bye (S
Hence L(S) is subspace of V.
Theorem:
L(S) is a smallest subspace of V.
Proof:
First, we prove L(S) # ¢

Lets; e ScV
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s;=1.5; , leF
s; € L(S)

= Sc L(S)

N L(S) # ¢

Now we prove L(S) <V

Letx,y e L(S) , a,BeF

Then x =X, oyv; ,y=Xiq By

= Nie1(ae)v; '+ XL, (BB)vi " TX) + Ty) = T(xty)
7 2ieq (e + BB)v;
=¥ viv; Vyisag+ B, 1<i<n

= ax+ By e (S

= L(S) < V(F)

Now we prove L(S) is smallest subspace of V
Letx € L(S)
Then x =12, o;v;
Letv; € S, aeF

v; € SCW Viand W is subspace.

= ?:1 a;v; e W
= xeW
—~ LES)cW

= L(S) is smallest subspace of V.

Remark:

Since L(S) is a subspace and L(T) is subspace then
L(S) <L(T)
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Lemma:
Let ¢ #S < V(F ) then the following axioms are true.

(i) IfScT

= 1(S) = L(T)
(i) L(SuUT)=L(S)+L(T)
(i) L(L(S)) = L(S)

Proof: (i)

LetS={v,,v,,..... v} and T = {v, Vg,..... Uy, Vpy1se----. Uy} ;m>n
Now let x € L(S)

= XENie v TV o e F [I<isn

= X OL1U1+OL2172+0L3173 1.4.. +0ann

= gVt oVt ag;. ...+ U, H0V, H0V ot +0v,,
= Xie1 &0 = L(T) V g =0ifi>n
= x e L(T)

= L(S) c I(T)
Proof : (i1)
If ScT = LS)<L(T) "." by Remark

S S uUT where S and T contain distinct element

= LS cLSuUT) "." by proof (i)
Also TcSuUT

=LMcLOuUT

=LES)+L(T)cL(SuUT) (D)

. Sc L(S) c L(S) + L(T)
And T < L(T) c L(S) + L(T)

= SuUT cL(S)+ L(T)
Also SUT cL(SuT)

LSuUT) cL(S)+L(T) ....(2)
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From (1) and (2)
LSuT)=L(S)+L(T)
Proof: (ii1)
S < L(S)
= L(S) < LL(S)) (1)
Let x € L(L(S))

s.t X=1t; Nieq 4V; V t;=0if i>n
= Xing oty
=¥ B s BTt 1 <i<n
= x € L(S)
= L{I(S)) < L(S) ...(2)
From (1)/and (2)

L(L(S)) = L(S)
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Lecture # 7
Theorem:

Let V be a vector space over the field F . Let v,, v, € V are said to be linearly
independent iff v;+ v, and v; — v, are linearly independent.

Proof:
Let v,, v, are linearly independent.
Now let o,p € F Then
(vt vy) + P(vy —v2) =0
= oavtav, + By — pr, =0
= (atPv F(@—Lv, =0

Since v; and v, are linearly independent then

atp=0 ...(1)
a=f=0 cn(2)
Puta=pin (1) = 'B+B=0

= 2B=0 =PB=0
= a=p
= v;+ v, and v; — v, are linearly independent

Conversely,

Let v;+ v, and v; — v, are L.I. Now let pv;+ yv, =0  where B,y € F
Letp =g +pF, .v=B—F
= Bt B)vi+ (B — f,)v2=0
= Bt B+ v —Bv,=0
= (1t )BT (v —v,)B,=0
Since v, + v, and v, — v, are linearly independent then B,= 4, = 0
=pB=0 and y=0
= v, and v, are L.I
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Theorem:

The vectors v;, v,,v3 € V are said to be linearly independent iff v;+ v, and
v, + v3 and v3 + v, are linearly independent.

Proof:
Let v;, v,,v3 are L.I
Leta,B,y € F Now
(vt vy) + P(vy +v3) +y (V3 +v1) =0
= ovt av, + Pv, + frst vz + yv=0
= ovityvitav, + v, +pust+ yvs=0
= (et vit(a+ Hry +HBH+1vz=0
Since v;, v,, v3 are L. then
= aty=0 A, 0B =0n.2) ,PFry=0 %.(3)
= o =-y putin(2)
= «vy+B=0 = B'=y putin(3)
= rty=0 = 2y=0 = 50
= B=0, y=0
= a=B=7=0
= v;+ v, and v, + v; and v3 + v; are L.I
Conversely, let v+ v, and v, + v3 and v3 + v, are L.1
Nowa=pg+ty , B=aty ., v=atpf
= (Bt rvit(aat v, Heyt+ B)vs=0
= Bty viteq vty v, + qvst fvs =0
= B (vitva) (vt vy)y, + (vt v3)oy =0
Since v;+ v, and v, + v3 and v; + v, are linearly independent
= =0,4=0,y=0 = a=0,4=0,y=0
= v,v,and vy are L.L
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Example:

tea=(s 5 )= 3 %)

Prove that A and B are L.I
Solution:
Leta,f € F then
aA+BB=0
alg %5 2)RE 3 L)-o
(6a 2a —3a)+<6,5 —5p _‘}ﬁ) —0
a —5Sa 4o g 2B =3p

(a+6ﬁ 20= 5B —Ba+4p\ _
6a+f —S5a+2 4a—3B8)

—" a+68=0 .(1)
20— 58=0 . 42)

0

And all others elements.are zero

(1) = a==6B putin(2)
2(—6B)—5p=0 = —12B-5p=0
= —=17p=0 = B=0
= a=0
Hence A and B are L.1

Example:

Let V be a vector space of polynomial over the field F (R {x}) and letu,v € V
let

u=2-5t+6t2-t3
v =3+2t-4t>+5t3 check either u,v are L.I or not
Solution:
Leto,p € F thenuandvare L.Iif autPv=0
o(2-5t+6t2-t3)+B( 3+2t-4t2+5t3) =0
2o0-50t+60t2-at3+3B+2pt-4pt2-5pt3 = 0
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(2a+3B)H(-50+2B)t+H(60-4P)t 2 +(-a+5B)t3 =0
tis L.I then
20+3=0 ..(1), -5Sa+2=0 ...(2),60-4B=0 ...3),-a+5=0....(4)
(4) = a=5Bputin (1)
2(5)+3p=0 = 10+3p=0
= 13=0 = pB=0
= a=0
= wuandvareL.l
Lemma:
The non-zero vectors-are L.D iff one of them say v; is the L.C of its preceding
one’s. (L.CJL!;&;;:L V)
Proof:
Let v; be the L.C of its preceding vectorsi:¢.
V; T 0 V3 TOl Uy roigVs i holio Vig
= Vit Uyt vs.. o oy s Vi HED) v =0
Asa;=-1#0
= vectors are L.D
Conversely,

Let the vectors are L.D then 3

Olgy Olgyenneennnnnnnnn. o,, € F of which at least one a; # 0 s.t
OL1U1+OLZUZ+OL3173. +al’vi + ai+1vi+1+ ...... +Otm17m = 0 ot 1 <m
Take aljy1 = Qjyp = eennnnnnn. =0y, =

= OL1U1+OLZUZ+OL3173. +(ll'vl' = O

= _aivi = (11171+(X2172+0L3v3..... +O(.i_1vl'_1

o aq ay QAj—q
= v = (— (x—l) 171+(— Ot—l) U2+ ............ +(_ ; ) Vi1

= v; is the L.C of its preceding one’s.

41| Page
Collected By: Muhammad Saleem Composed By : Muzammil Tanveer




Theorem:

The vectors are L.I if each element in their Linear span has unique
representation.

Proof:
LetS={vi,Vo,errieerrnn... vt < V(F)
Let L(S)={X~,a;v; : oy F}

LetveS
= v=oyvtayvtosvs..... to,v, , V o, e F, 1<i<n
Letv =B, v+, v,B,v5..... +B, 1, , V B, e F, 1<i<n

be another representation of v

= OL1U1+OLZU2+OL3173. +0ann = B1v1+82v2+83v3. +ann

= (og =Byt (o — B Ivat... (o =B, v =0
Since vy, Vo,eeirviiannnn... v,, are Linearly independent then

o =B, =0 , 0 = By m 05 ca e nin e o

= o =B, 00 =0, 0000 ;O =P,

= v has unique representation
Theorem:
Let V be a vector space over the field F . LetSc 'V

S={v;, Vg, eeeceeeeenee... Uy} then

(1) Sis L.Iifany ofits subset is L.I
(11) Sis L.D if any of its superset is L.D

Proof (i). :

LetSis L.I
Let T ={v, vy eeeecee. vy} <V where i <n
Leta; € F

Let (11171+(X2772+a3773. ceee +(Xl'77i =0
= (11171+(12v2+(l3173. ceee +aivi+ai+1vl'+1+ .......... +0ann =
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Since vy, Uy, .o eee ... Uy are LU

Take alj 41t 0jpp + Ajyzteeen. ... o, =0
o V1t Va0 V... +0 V0V 1+ 0V + 0Vt Ov, =0
Since vy, Vo,ooriinniennn... v,, are L.I
= 0= 0r=......... =a; =0
= TisL.I
Proof (i1) :
LetSis L.D
S =1{V1, Vorrr o e one U}
= oV toL, Ut V5. .. O,V =0 for some a; #0
=  oyvito,vtosvs.. ... +0, v, 0.V =0 forsome a; #0
= T={v, vy, .occiie.i vy, v} DS isL.D
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Lecture # 8

Basis:

Let V be a vector space over the field F . Let S be non-empty subset of V then
S is called basis for V if

(1)  Sis linearly independent
(1) V=L(S)

Example:

Let S = {(1,0),(0,1)} <R*(R) then prove that S is basis of R?

Solution:
Let uy=(1,0) ;' uy=(0,1)
and, | ‘a=1 pf=—4 R then
auy + Puy= 1(1,0)—4(0,1)
= (1,0)+ (0,-4)
=(1,-4) eR?
Hence S'is Basis of R?

Example:

Let S = {(1,0,0) (0,1,0),(0,0,1)} <R*(R) then prove that S is basis of R’
Let u;=(1,0,0) , u,=(0,1,0) , u;=(0,0,1)
and a=1 p=2, y=3 then
auy + Puy + yus = 1(1,0,0)+ 2(0,1,0) + 3(0,0,1)
= (1,0,0) + (0,2,0) +(0,0,3)
=(1,2,3) eR’
Hence Sis Basis of R’

Dimension:

Number of elements in the basis of vector space V' (IF) is called Dimension.
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Theorem:
Every Finite dimensional vector space (F.D.V.S) contain Basis
Proof: LetV be a F.D.V.S over the field F .Let

T=1{vy, Vg, .ceevuuv...... Uy} be a finite subset of V which is spanning set
(generating set) for V.

Case-1

If T is L.I then there is nothing to prove i.e. Every element of T spans the
vector space V (L(T) =V) = T is basis for V

Case-II

If T is L.D then any vector (say) V}.'is Linear combination of its preceding ones.
Then eliminating that vector from T the remaining vectors are

{1, Vg, vl ) ostill spans V

Now If {v4, V3, ceeeun e osttonnn. Upq } 18- L1 then there is nothing to prove. (Then
{v1, Vo,ibe v . V24 + Will be basis of V)

If {vq, vy, ............... V,_1 } 1s L.D then any other vector (say) V,_, is L.Cof its
preceding one’s. By eliminating this vector, the remaining vectors

{V1, Vg, eeeev el U b still spans 'V

Continuing this process until we.get as set of vectors {vq, Uy, .cvvevnnnn. Uy}

Where n < r which is L.I. This being a spanning set it will be basis for V
= Every F.D.V.S contain Basis.

Theorem:

Let V be a F.D.V.S of dimension ‘n’ then any set of n+1 or more vectors is
Linearly dependent.

Proof:

Since V be F.D.V.S so it contains basis. Let
B={v, vy,............... U, } be the basis for V.

LetS={vy, v5,......oe....... 1.} Wherer>n

We need to prove that S is L.D

i.e. OL1U1+OLZUZ+OL3173..... +Otrvr = O (1)
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= a; #0forsome o; where 1<I<r
Where a; € F Since B is Basis for V
= LB)=V "." by def.

ie. forallv; e V=L(B); 1<i<rcanbe expressed uniquely as a L.C of basis
vectors

= V1 = allu1+alzuZ+..... +alnun

= vV, = 321U1+322u2+..... +az-nun

=V, T ap U taUste.. Fap Uy

Using (2) in (1) we have
o (AU FAg 2 Ug e A UR) T 0 (AnqUrtasatstee ... FA0Un )T o
coent (A Uy Fas U, oL A, Uy ) = 0
(opagqtogagyte. . itaar U Hogaptogag, o . +oam) Ust. ...
o H(oqagtasag,tetoamy,) u, =0
Since uy, Uy, .eveeenennnn ... Uy arelLl
= 04aq1t0paz1t.....t0a, =0

(11312+0L2322+. . .+(Xrar2 =0

alaln+a2 azn+. . .+O(.Tarn = O
Which is homogeneous system of ‘n’ equation in r unknowns. Which gives us a
non-trivial solution which indicates that one of the scalar is non-zero

= SisL.D

Maximal L.I Set: Let ) S < V. Let T > Sif T is L.D then S is called
Maximal L.I set.

Minimal Set of generators: Let G be set of generators of a vector space
V' (F) Then H < G is not a generating set for V then G is called Minimal
generating set.
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Lecture # 9

Theorem:
IfVisF.D.V.S and {v,, v,,............... 1. }is L.I subset of V. Then it can be
extended to form a basis of V.
Proof:
If {vq, vy, ............... 1.} spans V then it itself forms a basis of V and

there is nothing to prove.

Let S={vy, Uy, eeeeeeeee e ooe Upy Up g, wen wee oo oo Uy} bDE the maximal L1
subset of V containing {v,, v,,............... 1.} we show S is a basis of V for
which it is enough to prove that S spans V.

Letv € V be any element then

T= {vl, VUyyoornii i iy Vg, v} 1s LD
Then 3 oy @y, ..ovvvn oo iivn. Q0L €-F- st
0 V0L Uyt Vs, ..o+ 0, U, tov =0 where a# 0

-0V = (11171+(X2172+(X3 v3 Ceees +0ann

. 1% %
VAL AR A O] 1oy
( a ) 1 a Z MY VAL
v is a linear combination of v4, v,,......... ...ccs wv ..., Uy, Which is required result.

Theorem:

Let V be a vector space over the field . Let B < V the following statement
are equivalent.

(i) Bisbasis for V
(1) B is a minimal set of generators for V
(ii1)) B is maximal L.I set of vectors.

Proof: (i) = (ii)
Suppose B is Basis for V.= Bis L.I
LetHcBletv; e Bbutv; ¢ H

We claim that H is not a set of generators on the contrary, suppose H is
generating set of V for o, oy, .ccceeeeeeee... oy € Fand vy, vy, eeeeee e v, € H
s.t v, = 0oVt Uptogvs..... +o;v;  where v; e Band BV
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But v;=1.vy; leF

= A contradiction i.e. v; does not have the unique representation

= H s not a set of generators

= B is a minimal set of generators for V

(ii) = (iii)

Suppose that B is a minimal set of generators for V

We need to prove that B is maximal L.I set of vectors

= IfBisnotL.I
Then at least-one of the vector is.a L..C-of its preceding-vectors.

If we delete this vector then the remaining set of vectors (subset of B) still
span'V and producinga contradiction against the minimality of B

Now we prove-that B-is maximal-set (H ©B) H is superset-of B
Leth-eHbuth ¢ B
=7 h= o v+, v, T03v;..... +a41,
Because B is minimal set of generators
= heH = HisL.D
= B is maximal
(>iii). = ()
Suppose that B is maximal L.I set of vectors we need to prove that B is basis
for V. Letv € Vand v # oy v +0, U, +03V5..... +0 Vg

Wherea; € F and 1<i<k & v;eB ;1<i1<k
=Bu{v}isL.I

As none of the vectors of B U {v} is a L.C of its preceding one’s which
implies contradiction with the fact B is maximal L.I set of vectors

v= OL1U1+OLZUZ+OL3173..... +(lk17k
= v e L(B)
— V=L(B)
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Lecture # 10
Theorem:
Let VbeaF.D.V.S over the field IF. Let W <V then

(1) WisF.Dand dim(W) < dim(V)
Moreover, if dim(W) = dim(V) then W =V
(i) dim(V/W) =dim(V) — dim (W)

Proof: (1)

Let V be of dimension ‘n’ or let dim(V) =n

Let W< V(F)

Let {w;, Wy, ...... .......... Wi} be the largest set of L.I vectors of W. Now we
show that {wy, W, ............... Wi} 1s a basis for W.

Letw € Wsuchthatwzw; Vi ; 1<i<k

Then the set {wy, Wy, ............... i} is L.D

ie. w=YF aw
W = aqWytas Wy tazWa . e FapWy
= w e L ({wy, Wosioioiibon W })
Now when w=w; for 1 <1<k

Then w=0.w;+0.wyo+..... +1. w;+0. w; 1 +...... +0. wy,

=> weL({wy, Wy, eoovoo oo . Wi })
Soin each casew € L ({wy, Wy, ... ceovvvveve. Wi })
= {Wy, Wy, eoeee oo . Wit spans W
= w=L{wy, Wy, eeoeee oot Wi })
= {Wq, Wy, ...ooooeooo.... Wy b 1S a basis for W
= WisF.D
Since dim(V) =n (maximal)

And dim(W) =k <dim(V) =n
= dim(W) < dim(V)
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Now if dim(W) = dim(V)
= Every basis of W is a basis of V

= W=V
Proof (i1)
Let {w;, Wy, ............... Wi} be the basis for W.
Let {Wy, Wo, v vevvvv oo Wi, U1, Vg, eee e v e ven we oo, Uy} DE the basis for V
then
v +W, v, +W,........... , U tW} be the basis for V/W
First we show that the set
v+ W, v, + W, ... . ,UmtW}is L.
Let'oy (i 4+W)+ta, (vy+W)+.. ... + o (U + W) =0+ W L LT

= a1v1+azvz+a3v3. eees +(vam tW=W
= 0(11]1+OL2172+OL3173..... +0Lm17m e W
= O V1 HoL, U t03 V3. ... FO0 Uy =W forsome w € W

= a1v1+a2v2+a3v3. +0Lmvm T 31W1+32W2+33W3 +aka

because {w;, W, ......ul.......wy, } are the basis for W.
= o VTa, U0 Vs ... 0, Uy + (—agwy)H(-aawy)t ... H(—awy) =0
Since
(W1, Wo, oo iii v eveoe Wi, U1, Vg, e eee e vve e e o, Upy } are basis for V
= 01 =0y = ......... =0, =(—a;) =(—ay)...... =(—a) =0
= 01 =0y = ......... =d, =) =(y)...... = (ag)
= 0y =0) = ......... =0, =0
= {v+W, v, +W,........... , UmytW}is LI

Let v+W e V/W by def of quotient
" v € V therefore

V=0 Wyto,WotosWs..... +0 Wit a v tavtaszvs..... +a, vy

= v+tW= (11W1+(12W2+(13W3 Ceeee +(1ka+ alvl+azv2+agv3 e +amvm+W
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= vtW =a,v;ta,v,tazvs..... +a, v, W

Because oy wyto,wytozws..... +oyuw, € W

= W+W=W
= v +W, v, +W,.......... , UmTW} spans V/W
> v+tWelL{v;+W, v, +W,........... , UmTW3})
= viW=L({v; + W, v, + W,..........., v, FW})
= {vy+W, v, +W,.........., v, +W} is basis for V/W
= dim(V/W)=m
= mtk-k

Dim(V/W) = dim(V) — dim(W)
Theorem:

Let T be an isomorphism of V; and V,. Then basis of V; maps onto the basis of
V.

Proof:

Let T: V; — V, be an isomorphism where V; and V, are vector space over F

Let {vq, V3, ... vevvee e oo ...} be the basis for V; then we need to show that
{T(v1),T(V3),....cc v eevue oo ...} are the basis for V,
(1) LetoyT(v)+ aqT(vy)+......... =0 (1)
= Since T is linear
= T(qv)+ T(auvy)+.......... =0 " Tis linear
= T(yvitapvyt.......... )=0 " Tis linear
= oqUitopUt....... .. e KerT = {0}
= 0{1171+0{2v2+ .......... :O
Since vy, Uy, ... oo oo oo vue .. . are the basis for V)
= A =0y = .ol = O
From (1) {T(v1),T(v3),.ccceevee e ee e oo} are L1

(1)) Letw €V, then 3 an element v € V; such that T(v) =w
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= T(a1v1+052172+ .......... ) =W

= T(yv))+ T(pvy))+.......... =W " Tis linear
= oyTWwy)+ oqT(vy)+......... =w > Tis linear
= w e L({{Tw)+T (vy)+.......... 3]
= V,=L{Tw)+T(wy)+.......... 3]
= {T(v)+T(vy)+.......... } are the basis for V,

Exercise:

If A and B are F.D.V.S then A+B is also F.D Morever
Dim(A+B) = dim(A)+dim(B)-dim(A n B)
Proof:

First we prove that

A+B/ ||| B

A ~ ANB

Define a mapping

T:B—>=~

s.t T(b) =b+A 3D B e i (1)
(1) T is well-define
Let by= b,

= by tA=b,+A
= T(by) =T(by)
(11). T is linear
Letb, ,b, e Band o, €F s.t
T(ab,+Bby) = ab; +pby+A o by (1)
= (aby+A) + (Bb,+A)
= a(b;tA) + B(bytA)
= aT(by) + PT(D2)
(11) T is onto
Letb+A € AA;BS.tb €eB
T(b)=b+tA = Tisonto
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By Fundamental Theorem
A+B _ B

A KerT

We claim KerT=A N B
Leta € KerT = T(a)=A

atA = A by (1)

= aecA Also oo € KerT ¢ B

>oaecA andoaeB = aeANnB

=>KerTcAnB .......... (2)
Conversely

Letae AnB

=>owe A jand 1 /e B
= otA=A =>T(a)=A
= a € KerT =>ANB cKerT 3)

From (2)and (3) KetrT = A N B

Hence 218 ~ B
A ANnB
dim( ﬂ) =dim( L) “dim(V/W= dimV-dimW
A AnB

= dim(A+B) —dim A =dimB —dim(A " B)

= dim(A+B) = dim A +dimB — dim(A N B ) proved
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Lecture # 11

vk Theorem:
Two F.D.V.S are isomorphic to each other iff they are of same dimensions.
Proof:
Let V and W be the two-finite dimensional vector space over the field F .

Let dimV =n=dimW (same dimensions) we need to prove that V is
isomorphic to W.

Let {vy, vy, ecoeennnn,, Uy} and {wy, Wy, ............... W, } be the basis for Vand W
respectively. Define a mapping

O Vi> W
std(v)=wwhereveV,weW
=> we can write as
a wytawotaszws..... +a,w, = ¢( ajvtavytasvs..... +a,vy) -...(D
V a;,€eF,1<i<n
Now we show that ¢ ist Homomorphism (Linear)
Leta,f € Fand v,v' eV
Then
d(av+Br’) = dla ayvytazvatagvs.. +avy) + B(byvytbyvyt. +by )]
Where a;,b; e F ,1<i<n
d(av+Pv’) = dlaa, v taa,vat.... +aa, v, by v by v+ +Bby, vy, ]
= d(av+pr’) = ¢ [(aa;+Bby ) v +Haa+Bby)va+......... +(aa,+Bby,) vy, ]
= (aa;+pb;)wy+Hoa,+pby )wy+......... +(aa,+pb,y )W, by (1)
= a(aywytawytazws..... +a,wy, )+p( byw;tboywy+bsws.. o +bywy,)
d(av+Bv’) = ad(v) + Bo(v’)
= ¢ is linear
Now by def. we have
VweWdveVsit
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o(v) =w
= ¢ is onto
Let ¢(v) = ¢(v")
d( ayvytayvytasvs..... +a,vy,) = 0( byvytbyv,+.. +b,vy)
= a;wytawytasws..... +a,w, =bywytb,wy+tbsws.. ... +b,wy,
= (a1-by) wyt(ay-by)) wyt............ +(a,-by) w, =0
Since {wy, Wy, ............... Wy, } 1s basis for W

So are linearly independent

= ~ay-by=0,a3-by= 0y .. y a=by=0

= | a;=by ;a,=by, ...l ,ap=b,

= v=v

=/ ¢is1-1

= ¢ is an isomorphism b/w V an W

= VzW (isomorphic =)
Conversely,

LetV =W

Let {v4, v,,............, U, } be the basis for V

We prove that {¢(v,),0(v5),.....0(v;,)} are the basis of W
Let B = {¢(v1),0(v2),.....0(vn)§

First we prove that B is L.I

Leta; e F ,1<i<n s.t
i=109(v;) =0
= X ¢(ov) =0 " ¢ is linear
= ¢ Xizq(a;v) =0 " ¢ is linear
* v; where 1 <1 <n are the basis for V are L.I
;=0 ; 1<i<n

= B is linearly independent
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Secondly, we show that L(B) =W
Letwe Wandv e V

stw=q¢(Vv)

= w=0(a,v;tayvytazvs.... +a,v,)

= w=0(a;v1) T 0(avy)+...... +o( a,vy) . ¢ is linear
= w=a;0(vy) +a,d(vy)+...... +a,0(v,) " ¢ is linear
= W =L(B)

= B is basis for W

= dimW =n =dimV

= dimV = dimW
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Lecture # 12
Internal direct sum:

Let V(T ) be a vector space. Let uy, u,,............,u, be the subspace of V. Then
V is called the internal direct sum of u4, u,............,u, if ¥V v € V written in
one and only one way as

V= Ut Uyt Uy, , u;elU;; 1<i<n

External direct sum:

Let vy, v,,............,v, be the vector space over the same field F . Let V be the
set of all ordered n-tuple i.e. (v4, vy, ............, V) ; V; € V then we can say that
two elements are equal (V4, Vs, ... cve veenn,Uy) @0 (U1, V3, corven oo , Vp) Where

v;,vie VilI<i<n

We can define addition and scalar multiplication in V

X+ Y= (1, Vg, i e, Uy (V35 UV ol o , Uy
= (V1 tvy, Uy tvy, .0 vy tUy) (1)
X = o (U, Uy, ,Un)
= (avy, avy, ovI LOLL - X -] @)
Then V is called external direct sum of (vy, vy, ............,Uy)
v=0,01,®...........0v1,

Direct Sum:

A vector space V is said to be direct sum of its subspace U and W if

(i) V=U+W
(i) UnNW={0

Theorem:
If V is the internal direct sum of uy, u,,............,u,, the V is isomorphic to the
external direct sum of uq, u,,............, u,
Proof:
LetveV
= V=Uwtuyta..tu, (D) u; eU ;1<1<n

Define a mapping
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T:Vou@u,®...........0u, st T(V)=Uy, Uy, eeeee e, Uy)
e, T(ugtuytonTUy) =(Uyg, Up,eeeeneen e, Uy) ...(2)

(1) Now mapping is well-defined because each element of V is written one and
only one way (unique representation)

(2) Mapping is linear
Leta,Be FlvweV
T(ov+ Bw) = T(o( Uyt Upteee oo en e FU)TP (U, U, cen e e , Up,

u;,u; €lU; ;1<i<n

= T(au; tou,+...... +ou, tpustpust......... +Bu,,
= T((ouy +Bustou, Hpus+.. ... +au,tPu,

= (o HPug,ou,HBus,. . o, +Bu,

= (OtUg,0Us;. oo ;o) +( Pug,Pusse.. . By

= (Uy, Uy, oo, Uyy) HBUT U, e , U
=aT(y) + PT(w)

= T 1s linear

(3). Vo U, Uy iUy, € YO U,O. ... OU,
V=0,V U, VoSt
TV)=Uy, Uy, eeeevee e, Uy
Which shows that each element of u;® u,®............®u,, is the image of some
element of V. = T is surjective (onto)
4) Let T(v) = T(w)
T(ug+ Uyt tuy) =T(ugt uy + -0 +u,
(Ug, Uy ervee e Up) = (UL, Uy e e e , Uy,
U= UL, Uy = U e U, = Uy,
=  u=u Vi, 1<i<n
= V=W

= T is injective (one-one)
= Tisisomorphism Hence V =z u,;@ u,®............0u,
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Lecture # 13

Non-Singular Linear Transformation:

A linear transformation is said to be non-singular if its inverse exists or A linear
transformation is non-singular (invertible) if it is one-one or A linear
transformation is non-singular if it is an isomorphism.

The set of all non-singular linear transformation is denoted by L(V,V)
Theorem:

Prove that the set L(V,W) is a semi-group under the composition.

Proof:

First, we prove that composition of two linear transformation is/also L.T

T10T; (avy +Bvy) = T1(T, (v, +Bry))

=T, (T, (avy)+ T, (Bry)) " T, is linear
=T, (0T, (v )+ BT, (1)) “! T, 1s linear
= Ty(aT, (v))+ Ty (BT2(vy)) " T; i1s linear
= (aT1(T,(vq))+ BTL (T (v3)) %7 T lis linear

= a.Ty0T, (V1) + B.T10T2(v,)
= T,oT; is Linear
= TyoT, € L(V,W)
=  L(V,W)is closed under composition

(11). Associativity is trivial
=  L(V,W) is a semi-group under composition

Exercise:

The set L(V,W) of all linear transformation from V to W is abelian group then
prove it is a vector space.

Solution:
First we prove L(V,W) is abelian group then vector space

(1)  Closure law
Ty0T, (o, +Bvy) = Ty (T, (v +Bvy))
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=T, (T, (avy)+ T, (Bv,y)) " T, is linear

=Ti(aT,(v)+ BT, (v,)) " T, is linear
= Ti(aTy(v))+ T; (BT, (vy)) " T; is linear
= aT1(Ty(vy))+ BT (T,(v,)) *.* T, is linear

=a.T;0T,(vy) + B.Ty0T,(v,)
= T,oT, is Linear
= TyoT, € L(V,W)
=  L(V,W)is closed under composition

(i1) + Associative law
Associativity is trivial
(ii1) | _Identity law
[:V>W islinear s.t
I(v)=v wherevie V,ve W
Becomes [:V—>Viis.identity element of L(V,W)
= identity exist in L(V,W)

= L(V,W)is'monoid

(iv)  Inverse law
The regular element of this monoid are the non-singular linear
transformation i.e. every element has its inverse.
= inverse exist in L(V,W)
= L(V,W) become group
Now we define addition and scalar multiplication

(TyHT)(V) = Ty (V) +To(V) oo, (i)
@DV =a.TV) e, (ii)

(v) Commutative law
(T +T2)(v) =Ty (V) +To(v)
=T (v) +T1(v)
= (TATy)(v)
= Commutative law holds in L(V,W)
= L(V,W) become abelian group

Now we show L(V,W) is vector space
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1) Letae F ,T;,T, € L(V,W)
Ty +T2)(v) = (el +aTZ)(v)
a[(T1+T2)(V)] = a. Ty (v)+a T (v)

(1) o,peF andT e L(V,W)

(atB)T(v) = (aT+BT) (v)
= aT(v)+BT(v)
(1) o,fe F andT e L(V,W)
a(fT)(v) = (afT) (v)
=af.T(v)
(iv) 1€ F and T € L(V,W)
1. T(v)=(1.T)(v)

=T(v)

All axioms are satisfied. Hence L(V,W) is vector space.

. by (i)
" by (i)

".* by (ii)
" by (i)

" by (ii)
" by (i)

* A set which is ring as well as vector space that set is called Algebra.

6l|Page

Collected By: Muhammad Saleem Composed By : Muzammil Tanveer




